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Abstract—In this paper, we study distributed and optimal optimizing the utilization of network resources of eachaasi
congestion control for scalable video streams in application- flow locally.
layer multicast(ALM) . We propose a TCP friendly and fully In the paper, we design a distributed congestion control

distributed synchronous algorithm based on the utility-price . . L
model which maximizes the global utilities for the streams in the algorithm based on the pricing model [3] for application-

application-layer multicast tree. With the help of numerical study, layer multicast, in particular for tree-based applicatiayer
we show our proposed algorithm optimizes the overall video multicast for example Overcast [14] and NICE [15]. The
quality for fine-grained scalable streams, while minimizing the advantages of our algorithm are

messaging overhead in the application-layer multicast channel. L. . . .
ging PP y 1) It maximizes the overall video quality for scalable video

. INTRODUCTION streams in the treeg;
. ) . ) 2) It is TCP friendly to other coexisting traffic according
IP multicast is a networking technology, addressing the ° g the definition in 2A:

problem of efficient delivery of data over the Intermnet t0 3y And most importantly, our algorithm is fully distributed
a large number of receivers. Unfortunately, IP multicast is * \ith the minimized messaging overhead and, in terms

still not yet widely deployed in the public Internet, mainly of complexity, easy to be implemented on end systems.

due to deployment issues (technical and commercial). To - . .
overcome the technical deployment problems, a new type ofThe pricing model proposed in [3] has already been applied

multicast solution was developed: application-layer makt, t0 IP multicastin [10] and overlay multicastin Cur's algrn

X . o . QA]. In [4] however, the authors design a congestion control
first presented in [5]. In application-layer multicast, er]al orithm for overlay multicast that creates significanssage
hosts implement the multicast functionality without relyi 9 y 9 SHY

on the support from the IP routers. In addition, applicationoverhead’ where the flow rates and all physical link prices

layer multicast enables the flexibility of adding higherday are explicitly exchange_d with some centralized n_odes fer th
. . . ; . optimal rate computation. Moreover, the bandwidth of TCP
functionality, such as rate scaling at intermediate nodes.

To deal with the diverse and changing network Condc_onnectlons sharing the same links are not consideredghenc

tions for the multicast streaming channel, congestion rodJnt{helr algorithm is not TCP friendly.

protocols are used to adapt the sending rate such that the p|sTRIBUTED AND OPTIMAL CONGESTIONCONTROL

current available network resources are neither overtbade ALGORITHM

nor underutilized. However, in existing congestion cohtro )

approaches for application-layer multicast, intermeieades A Network model and Problem Formulation

determine the downstream sending rate without consideringConsider an overlay network of + 1 end hosts, denoted

the application quality and other information from neighboas H = {h0,h1,...,hn}. End hosthO is the source of

and parent nodes. For example in End System Multicast g5],tthe multicast channel. Other end hosts are consumers of the

transmission rate for each flow is calculated locally usingulticast channel. The structure of the overlay tree is mive

the unicast TCP-friendly rate control algorithm (TFRC),[2]by the application-layer multicast protocol used. Norf-lea

considering neither the structure of the multicast tree nnodes are forwarding streaming data to its children and able

streaming quality. to scale-down the streams, fulfilling the constraint of flow
Therefore, the challenge is to develop an optimal amieservation. For our model, we assume that streams are fine-

distributed congestion control algorithm of applicatieger grained scalable [7]. The multicast channel consists ehd-

multicast with the goal to optimize the global utility (vide to-end unicast flows, denoted &5= {f1,..., fn}. Flow fi

quality) of all receiving nodes in the multicast tree insted is the flow that terminates dti. Each flowf € F' has a rate



xy. We collect all thez into a rate vector = (z, f € F'). formalized as follows:
We denotd/y(z¢) as the utility of flowf, when f transmits at
ratexs. Let Iy = [my, M| denote the rate range of flows. We

assume that/s .is strigtly incrga;ing anq concave, and twice Ag shown in figure 1(a) and 1(b), we use the same example

continuously differentiable withinl,. Fj is the set of flows j, cuj's algorithm [4] to illustrate our model compared with

sent fromh. If & host/ is the destination of a flowf;, and the thejrs. In [4], authors assume links and flows are undirected

source of another flow;, € Fj then f; is the child flow of | reality, flows are directed. Therefore, in particular fiok

fn, denoted ag, — f;. We denote’’ is the child ofh and 3 ang Jink 5, the link capacity constrains the flows that pass

h? is the parent node df, i.e. hi? — h — I’ through it in each directiorindependently as indicated in
Now,let us suppose that the overlay network consists ﬁ’fequality (4)instead of inequality (5). The analysis in3]1

L bottleneck links, denoted & = {1,2,...,L}. The TCP ghowed the directed link model leads to better accuracy than
friendly available bandwidth for the multicast channel atle he yndirected link model.

bottleneck link! € T in the direction isc;. Note that the

B-x<0 ©))

bottleneck link is directional. We store all thein vectorC = 110 0 0 6
(a,l € T'). We assume each flow has a single bottleneck at 10 000 3
particular point of time [8] [11] [12], denoted d$f) < T. 01 0 0O 1 8
For each bottleneck link, F(I) = {f € F | I(f) =1} is 001 00O T2 8
the set of flows in the channel that pass through it, and we 001 00 x3 | < | 15 (4)
assume that they are sibling flows when the overlay tree is 00 0 11 T4 10
well formed. 00 1 0 O s 10
We define further & x F' matrix A. A;y = 1, if flow f goes 00010 2
through bottleneck link in the direction,i.e,l = I(f), f € 00 0 01 2
F(l). Otherwise,A;; = 0. It follows that the rate summation
of all flows in the direction in the channel that go through the L1000 6
bottleneck link! should not exceed; . Formally, such TCP 10000 T1 3
friendly available bandwidth constraint at bottleneckkliis 0 1 100 T2 8
expressed as follows: 00100 3 [ = [ 15 ()
001 11 X4 10
A-x<C (2) 000 10 Ts 2
000 01 2

Definition 1: A congestion control algorithm  for
application-layer multicast is TCP friendly, if and only In Fig.1, there are five end-to-end unicast flows (F =5).
if the coexisting TCP traffic achieves no fewer throughputEhe network consists of 4 directional bottleneck links ().=4
than what they would achieve if all flows of the applicationHence, TCP friendly available bandwidth constraint atlbett
layer multicast channel were using TCP as congestion dontRgck link in our modelj.e. inequality (1), becomes:
algorithm.

X
Let T}L},L be the TCP friendly available bandwidth for unicast 11000 l,; 6
for f at the bottleneck link(f;) measured by TFRC algo- 00 100 v | < 8 6)
rithm. We collect allT’}; into vectorT" = (T} , f} € F},). C" 00 0 10 O
00001 * 2

is the vector of TCP friendly available bandwidth for mustit P
channel forF}, C* = A" . Th. Ahis aT) x F} Matrix, _ o

whereT, = {I(f}) | f. € F}}. If f flow goes through Since only sibling flows may share bottlenecks, namely only
the bottleneck linki;, € T, in the direction,i.e,l, = I(f]), %1 andzxs, x4 andxzs may share bottlenecks. As shown in (2),

then A} ., = 1, otherwise A}’ ;, = 0. The location of the inequality (6) can be decomposed into:

bottleneck off;, can be inferred as in [6] [9]. Since we assume 1 3
only sibling flows share bottlenecks, namely non-siblingvfo ( 11 ) Ty S ( 11 ) 3
are independent, inequality (1) can be decomposed into: 1 ) ( x5 ) < ( 1 ) 8 )
h L Fl h hoF h b 10 T4 10 2
A x<CesA" 2 <C"e A" .g"n < A".T (2) <01)<m5)§<01)(2)

, where vector™ = (z, f} € F}),Vh € H.

. . <
Moreover, the rate of downstream is constrained by the rate Tt T2 <6

: : 3 <
of upstream, namely, if — f’, thenzy < z;. We define the & id < 2 @)
data constraint or flow preservatidnx F' matrix B. By, r, = x“ 9
5>

~Lif f» — fiiefi = f3; By = L if fi = f>, and
fi has a parent flow; Otherwis8¢,;, = 0. Hence, given  Now, we find out the inequality (7) from our model is much
the application-layer multicast tree, the data constreamt be simpler than the full link capacity constraint inequality?) (



The decomposed inequality (7) makes our proposed algoritlyn: { Az <C

fully distributed with the lowest message complexity.
And inequality (3) in this example becomes:

0 0 0 00 a1
0 0 0 00 o
0 -1 1 0 0 25 | <0 ®)
0 0 -1 10 24
0 0 -1 0 1 s

ha
O=f
hil | &5=3 &=15
E1
hl =3
(b) Physical network topology
ha
L
N
hl
T =1
h2 =)
52
T =38

(c) TCP friendly available bandwidth constraints (Bold kénare
bottlenecks in the arrow direction,no TCP cross trafficadtrced in
this example)

Fig. 1. lllustrating sample of the proposed network model (Thé& used
for bandwidth is Mbps)

We collect the notations in the model into table 1.

B-x<0

B. Algorithm

Solving the problem (9) directly requires coordination
among sources. To get a distributed solution, we solve i du
problem. Then, by the Kuhn-Tucker theorem, we obtain the
maximizer [3] [4]:

op(p® 1%) = UG + N (10)

Wherep® = (u,1 € L) and u” = (uf,f € F) are vectors
of Lagrangian multipliers.

Vectors \* = (A, f € F) and\’ = (\],f € F) are
defined as follows:

Z ' —Hl(f) (11)

I=IU(f

Np= = wp 12)
f=f
For u®, pi* can be understood as the link price of bottleneck
link {. Consequently, fon®, \¢ is the bottleneck link price
thatf has to pay for its single bottleneck, namay(f) For

o, Mf is the relay price thajf must pay its parent rovfp

for relaying data tof If f has no parent flow, thepf =0.
Meanwhile, for f?, ,uf can be understood as its relay benefit
from f. For \°, we can mterpreikﬁ as data price of, which

is the relay prlceuf subtracts the relay benefit from all its
children},

,u
We solve |ts dfual problem using the gradient projection
method [3].7 is the step size. We can get:

iy (1) = [y (O +9( Y @ (u® (1), 12 (1) — ey )]
feFr()
(13)

pHE+1) = [ ) + (g (p (1), 17 (1) — 2 (1) (14)

Equation (13) is consistent with the law of supply and
demand: if the demand_ ;. ;) = for bandwidth at bottle-
neck link I(f) exceeds its TCP friendly supplys for the
channel, the TCP friendly bandwidth constraint is violated
Thus, the link pricepla(f) is raised. Otherwis%ozf) is reduced.

In equation (14), iff demands a flow rate higher than its
parent flowf?, the relay priceu] is raised. Otherwisgy/ is
reduced.

We present our algorithm in Table 2. We assume the network
is synchronous such that updates at sources and links are
synchronized to occur at times= 1,2.... Each end host
h is assumed to be capable of communicating with neighbors

Problem Formulation:Our objective is to devise a distrib-and be capable of measuring’, 7" and computing for each
uted congestion control algorithm that maximizes the totlbw f;.
utility, i.e, the overall video quality of all streams in the We choose the TCP friendly available rate of unicast flow

application-layer multicast tree:

max Z Uf(xf) 9

me:EfSMf

And that fulfills the following constraints:

as the initial rate in the algorithm,e,z, (0) = Th The
closer to optimal rate the initial rate is, the faster the)atgm
converges to the optimal rate. The algorithm is extendable
to the asynchronous environment where prices are updated at
different times [3] [4].



TABLE |
SUMMARY OF NOTATIONS IN THE MODEL

Notation Definition
h € H=1{hO,hl,... hn} End Host

h? — h — A’ € H], hP is the parent node of, '’ is a child ofh
Hy Set of child of h
fFeF={f1,12,...,fn} Unicast flow in ALM channel
fi— hi Flow fi terminated ati
fh Flow terminated ah

z= (x5, fEF)
Ter=1,2,...,L

Flow rate set off € F
Bottleneck Link!

qgeC,lel TCP friendly available bandwidth
for the channel of bottleneck link
fn— f1 € F) fr is a child flow of fj,
F Set of flow sent fromh in the channel
Tn = {Wll(f)), f}, € Fi} Set of bottlenecks of flovy]
I(f)eTl The bottleneck link thaf goes through
F(1) Set of siblings flows that go through bottleneck lihk

Bottleneck constraint matrix
Data constraint matrix
Bottleneck constraint matrix of7,

A= (Aif)LxF
B = (Bfrf)FxF
AR = (Alf)I‘hxF’

ij”, TCP friendly available bandwidth for unicast f@f ati(f})
h.
" Collection of T}, for f; € Fy,
h
Ch=Al. TP Vector of TCP friendly available bandwidth for ALM channelrfF;

Feasible Range dil ()
Ur(xy) Utility Function of streams at rate
Sy ={seSlleL(s)} Set of sources that use lirk
I'(s) eT Set of links that source uses

afn = (g, f1 € ) Flow rate set ofF}

as in [1], we use the rate—distortion function as the utitify
our algorithm for each flowf € F.
We decided to use MPEG-4 fine-grained Scalable video

TABLE 2: Synchronous Algorithm of End Hogt

Link Price Update (by bottleneck link:l = I(f;) € T'p):

Att=1,2...
Update price of the bottleneck link:
Higgt+ D)
[“uf YO+ er@y Ty, (O = eusy))1F
Relay Pr|ce Update (by flow fl e Fl):Att=1,2.
Update relay price ofh

W (1) = [, (0) + (g () =g, O
Stream rate Adaptatlon (by row L eEF), Att=1,2.
1 Receive relay prlceﬁﬂ (t)

from all children row{fh, | fi, — [}
2 Calculate:

:\\g}/1 (1) i #Z(f}g)(t) ;
f;’/(t) = Ml(fﬁ)(t) - Ef;L_»f}’L Mf!/v,’ (t)
3 Adjust rate:
zp (1) = U O (0 + AT 0)m
communicates with the rate (t + 1) for flow 11
5 Sendu (t + 1) to h?

Mf

IIl. NUMERICAL STUDY OF RATE CONTROL FOR
FINE-GRAINED SCALABLE STREAMING

A. The utility of streams

The utility function used in [3] wad/¢(zf) = In(zy),

steams [7] in our numerical study, due to its ability to betsen
at any given rate either determined by a congestion control
algorithm at server side or any intermediate node in overlay
multicast. MPEG-4 fine-grained Scalable video streams ean b
dynamically adapted to the varying condition of the network
by truncating the streams to any desired bit rate. We get
the utility (video quality) function forForman(CIF, 30fps,
300frames) as an example (appendix in [1]):

Us(zf) = —Dy(zy) =

where D, stands for the distortion of the stream avégabit
per seconds used as unit for streaming ratg. The utility
function (15) is strictly increasing and concave,and twice
continuously differentiable. It follows that solving prem

(9) is equivalent to maximizing the overall video quality or
minimizing the overall video distortion in the channel.

The primary concept of incorporating the rate-distortion
function of a videoencoding scheme into congestion control
is directly applicable to other video-encoding scheme®hdy
FGS.

_270.8625xf+6.657 (15)

B. Results

We setup the same physical network topology and overlay
multicast tree as in the example shown in figure 1. In our

which did not reflect the application quality of videoexperiments, stepsize is 0.001. Now we compare results
streams.To tailor the utility function to the applicationadjity of our proposed algorithm with Cui’s algorithm and unicast



algorithm. Figure 2 shows the comparison of resulting total
utility. The optimal rates(Mbps) allocated by Cui’'s alghm,
which uses utility functionUy(zy) = In(xy), are xj
2,25 = 4,25 = 4,25 = 2 andzf = 2, and the total utility

is > ;ep Up(z}) = —110.049. However, the optimal rates
(Mbps) allocated by our algorithm are} 2.420,z5 =
3.580,x5 = 3.580,z} 2 and zi 2, which is the
same as the optimal result allocated by Cui's algorithm when
using the same utility function (15). Then the total utility
is > rep Ur(2}) = —108.542. If first we allocate the rates
independently as unicast flows using TFRC algorithm, and
then apply the data constraint, we get a different set ofrate
as unicast flowsz]; = 3,25 = 3,25 = 8,z; = 2 and

¢ = 2. In the second step, the data constraint is applied to

this set of ratesz? is changed to 3. Thus, the total utility _ ) ) )
is > ,cpUp(a}) = —111.422, which is worse than than video quality for scalable video streams in the multicasetr
S : !

the optimal result -108.542. Indeed, the rates in the secoRYr algorithm is fully distributed with minimized message
set can be the initial rates for our algorithm. For the sal@mplexity and feasible to implement on end host without
of the overall media quality of all receivers, our propose@nY centralized node. Currently, we are working on evahgati
distributed algorithm serves a small subset of receiveth wPUr algorithm in the asynchronous and real environment.
low quality stream and use the newly available bandwidth REFERENCES
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In the paper, we designed a distributed and TCP friendly

congestion control algorithm for application-layer mecdist
based on the pricing model which optimizes the overall
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