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Abstract— In this paper, we study distributed and optimal
congestion control for scalable video streams in application-
layer multicast(ALM) . We propose a TCP friendly and fully
distributed synchronous algorithm based on the utility-price
model which maximizes the global utilities for the streams in the
application-layer multicast tree. With the help of numerical study,
we show our proposed algorithm optimizes the overall video
quality for fine-grained scalable streams, while minimizing the
messaging overhead in the application-layer multicast channel.

I. I NTRODUCTION

IP multicast is a networking technology, addressing the
problem of efficient delivery of data over the Internet to
a large number of receivers. Unfortunately, IP multicast is
still not yet widely deployed in the public Internet, mainly
due to deployment issues (technical and commercial). To
overcome the technical deployment problems, a new type of
multicast solution was developed: application-layer multicast,
first presented in [5]. In application-layer multicast, end
hosts implement the multicast functionality without relying
on the support from the IP routers. In addition, application-
layer multicast enables the flexibility of adding higher layer
functionality, such as rate scaling at intermediate nodes.

To deal with the diverse and changing network condi-
tions for the multicast streaming channel, congestion control
protocols are used to adapt the sending rate such that the
current available network resources are neither overloaded
nor underutilized. However, in existing congestion control
approaches for application-layer multicast, intermediate nodes
determine the downstream sending rate without considering
the application quality and other information from neighbor
and parent nodes. For example in End System Multicast [5],the
transmission rate for each flow is calculated locally using
the unicast TCP-friendly rate control algorithm (TFRC) [2],
considering neither the structure of the multicast tree nor
streaming quality.

Therefore, the challenge is to develop an optimal and
distributed congestion control algorithm of application-layer
multicast with the goal to optimize the global utility (video-
quality) of all receiving nodes in the multicast tree instead of

optimizing the utilization of network resources of each unicast
flow locally.

In the paper, we design a distributed congestion control
algorithm based on the pricing model [3] for application-
layer multicast, in particular for tree-based application-layer
multicast for example Overcast [14] and NICE [15]. The
advantages of our algorithm are

1) It maximizes the overall video quality for scalable video
streams in the tree;

2) It is TCP friendly to other coexisting traffic according
to the definition in 2.A;

3) And most importantly, our algorithm is fully distributed
with the minimized messaging overhead and, in terms
of complexity, easy to be implemented on end systems.

The pricing model proposed in [3] has already been applied
to IP multicast in [10] and overlay multicast in Cui’s algorithm
[4]. In [4] however, the authors design a congestion control
algorithm for overlay multicast that creates significant message
overhead, where the flow rates and all physical link prices
are explicitly exchanged with some centralized nodes for the
optimal rate computation. Moreover, the bandwidth of TCP
connections sharing the same links are not considered; hence,
their algorithm is not TCP friendly.

II. D ISTRIBUTED AND OPTIMAL CONGESTIONCONTROL

ALGORITHM

A. Network model and Problem Formulation

Consider an overlay network ofn + 1 end hosts, denoted
as H = {h0, h1, . . . , hn}. End hosth0 is the source of
the multicast channel. Other end hosts are consumers of the
multicast channel. The structure of the overlay tree is given
by the application-layer multicast protocol used. Non-leaf
nodes are forwarding streaming data to its children and able
to scale-down the streams, fulfilling the constraint of flow
preservation. For our model, we assume that streams are fine-
grained scalable [7]. The multicast channel consists ofn end-
to-end unicast flows, denoted asF = {f1, . . . , fn}. Flow fi

is the flow that terminates athi. Each flowf ∈ F has a rate



xf . We collect all thexf into a rate vectorx = (xf , f ∈ F ).
We denoteUf (xf ) as the utility of flowf , whenf transmits at
ratexf . Let If = [mf ,Mf ] denote the rate range of flows. We
assume thatUf is strictly increasing and concave, and twice
continuously differentiable withinIs. F ′

h is the set of flows
sent fromh. If a hosth is the destination of a flowfh and the
source of another flowf ′

h ∈ F ′
h then f ′

h is the child flow of
fh, denoted asfh → f ′

h. We denoteh′ is the child ofh and
hp is the parent node ofh, i.e. hp → h → h′.

Now,let us suppose that the overlay network consists of
L bottleneck links, denoted asΓ = {1, 2, . . . , L}. The TCP
friendly available bandwidth for the multicast channel at each
bottleneck link l ∈ Γ in the direction iscl. Note that the
bottleneck link is directional. We store all thecl in vectorC =
(cl, l ∈ Γ). We assume each flowf has a single bottleneck at
particular point of time [8] [11] [12], denoted asl(f) ∈ Γ.
For each bottleneck linkl, F (l) = {f ∈ F | l(f) = l} is
the set of flows in the channel that pass through it, and we
assume that they are sibling flows when the overlay tree is
well formed.

We define further aΓ×F matrix A. Alf = 1, if flow f goes
through bottleneck linkl in the direction,i.e.,l = l(f), f ∈
F (l). Otherwise,Alf = 0. It follows that the rate summation
of all flows in the direction in the channel that go through the
bottleneck linkl should not exceedcl . Formally, such TCP
friendly available bandwidth constraint at bottleneck link is
expressed as follows:

A · x ≤ C (1)

Definition 1: A congestion control algorithm for
application-layer multicast is TCP friendly, if and only
if the coexisting TCP traffic achieves no fewer throughputs
than what they would achieve if all flows of the application-
layer multicast channel were using TCP as congestion control
algorithm.

Let Th
f ′

h
be the TCP friendly available bandwidth for unicast

for f ′
h at the bottleneck linkl(f ′

h) measured by TFRC algo-
rithm. We collect allTh

f ′

h
into vectorTh = (Th

f ′

h
, f ′

h ∈ F ′
h). Ch

is the vector of TCP friendly available bandwidth for multicast
channel forF ′

h, Ch = Ah · Th. Ah is a Γh × F ′
h Matrix,

where Γh = {l(f ′
h) | f ′

h ∈ F ′
h}. If f ′

h flow goes through
the bottleneck linklh ∈ Γh in the direction,i.e.,lh = l(f ′

h),
then Ah

lhf ′

h
= 1, otherwiseAh

lhf ′

h
= 0. The location of the

bottleneck off ′
h can be inferred as in [6] [9]. Since we assume

only sibling flows share bottlenecks, namely non-sibling flows
are independent, inequality (1) can be decomposed into:

A · x ≤ C ⇔ Ah · xF ′

h ≤ Ch ⇔ Ah · xF ′

h ≤ Ah · Th (2)

, where vectorxF ′

h = (xf ′

h
, f ′

h ∈ F ′
h),∀h ∈ H.

Moreover, the rate of downstream is constrained by the rate
of upstream, namely, iff → f ′, thenxf ′ ≤ xf . We define the
data constraint or flow preservationF ×F matrix B. Bf1f2

=
−1,if f2 → f1,i.e.f1 = f ′

2; Bf1f2
= 1, if f1 = f2, and

f1 has a parent flow; OtherwiseBf1f2
= 0. Hence, given

the application-layer multicast tree, the data constraintcan be

formalized as follows:

B · x ≤ 0 (3)

As shown in figure 1(a) and 1(b), we use the same example
in Cui’s algorithm [4] to illustrate our model compared with
theirs. In [4], authors assume links and flows are undirected.
In reality, flows are directed. Therefore, in particular forlink
3 and link 5, the link capacity constrains the flows that pass
through it in each directionindependently as indicated in
inequality (4)instead of inequality (5). The analysis in [13]
showed the directed link model leads to better accuracy than
the undirected link model.
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In Fig.1, there are five end-to-end unicast flows (F =5).
The network consists of 4 directional bottleneck links (L=4).
Hence, TCP friendly available bandwidth constraint at bottle-
neck link in our model,i.e. inequality (1), becomes:
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Since only sibling flows may share bottlenecks, namely only
x1 andx2, x4 andx5 may share bottlenecks. As shown in (2),
inequality (6) can be decomposed into:
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Now, we find out the inequality (7) from our model is much
simpler than the full link capacity constraint inequality (4).



The decomposed inequality (7) makes our proposed algorithm
fully distributed with the lowest message complexity.

And inequality (3) in this example becomes:
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(a) Application-layer multicast tree

(b) Physical network topology

(c) TCP friendly available bandwidth constraints (Bold links are
bottlenecks in the arrow direction,no TCP cross traffic introduced in
this example)

Fig. 1. Illustrating sample of the proposed network model (Theunit used
for bandwidth is Mbps)

We collect the notations in the model into table 1.
Problem Formulation:Our objective is to devise a distrib-

uted congestion control algorithm that maximizes the total
utility, i.e., the overall video quality of all streams in the
application-layer multicast tree:

max
mf≤xf≤Mf

∑

f

Uf (xf ) (9)

And that fulfills the following constraints:

y =

{

A · x ≤ C

B · x ≤ 0

B. Algorithm

Solving the problem (9) directly requires coordination
among sources. To get a distributed solution, we solve its dual
problem. Then, by the Kuhn-Tucker theorem, we obtain the
maximizer [3] [4]:

xf (µα, µβ) = [U ′−1
f (λα

f + λ
β
f )]

Mf
mf (10)

Whereµα = (µα
l , l ∈ L) and µβ = (µβ

f , f ∈ F ) are vectors
of Lagrangian multipliers.

Vectors λα = (λα
f , f ∈ F ) and λβ = (λβ

f , f ∈ F ) are
defined as follows:

λα
f =

∑

l=l(f)

µα
l = µα

l(f) (11)

λ
β
f = µ

β
f −

∑

f→f ′

µ
β
f ′ (12)

For µα, µα
l can be understood as the link price of bottleneck

link l. Consequently, forλα, λα
f is the bottleneck link price

that f has to pay for its single bottleneck, namelyµα
l(f). For

µβ , µ
β
f is the relay price thatf must pay its parent flowfp

for relaying data tof . If f has no parent flow, thenµβ
f = 0.

Meanwhile, forfp, µ
β
f can be understood as its relay benefit

from f . For λβ , we can interpretλβ
f as data price off , which

is the relay priceµβ
f subtracts the relay benefit from all its

children
∑

f→f ′ µ
β
f ′ .

We solve its dual problem using the gradient projection
method [3].γ is the step size. We can get:

µα
l(f)(t+1) = [µα

l(f)(t)+γ(
∑

f∈F (l)

xf (µα(t), µβ(t))−cl(f))]
+

(13)
µ

β
f (t + 1) = [µβ

f (t) + γ(xf (µα(t), µβ(t)) − xfp(t))]+ (14)

Equation (13) is consistent with the law of supply and
demand: if the demand

∑

f∈F (l) xf for bandwidth at bottle-
neck link l(f) exceeds its TCP friendly supplycl(f) for the
channel, the TCP friendly bandwidth constraint is violated.
Thus, the link priceµα

l(f) is raised. Otherwise,µα
l(f) is reduced.

In equation (14), iff demands a flow rate higher than its
parent flowfp, the relay priceµβ

f is raised. Otherwise,µβ
f is

reduced.
We present our algorithm in Table 2. We assume the network

is synchronous such that updates at sources and links are
synchronized to occur at timest = 1, 2 . . .. Each end host
h is assumed to be capable of communicating with neighbors
and be capable of measuringAh, Th and computing for each
flow f ′

h.
We choose the TCP friendly available rate of unicast flow

as the initial rate in the algorithm,i.e.,xf ′

h
(0) = Th

f ′

h
. The

closer to optimal rate the initial rate is, the faster the algorithm
converges to the optimal rate. The algorithm is extendable
to the asynchronous environment where prices are updated at
different times [3] [4].



TABLE I

SUMMARY OF NOTATIONS IN THE MODEL

Notation Definition
h ∈ H = {h0, h1, . . . , hn} End Host

hp → h → h′ ∈ H′

h
hp is the parent node ofh, h′ is a child ofh

H′

h
Set of child of h

f ∈ F = {f1, f2, . . . , fn} Unicast flow in ALM channel
fi → hi Flow fi terminated athi

fh Flow terminated ath
x = (xf , f ∈ F ) Flow rate set off ∈ F

l ∈ Γ = 1, 2, . . . , L Bottleneck Linkl

cl ∈ C, l ∈ Γ TCP friendly available bandwidth
for the channel of bottleneck linkl

fh → f ′

h
∈ F ′

h
fh is a child flow offh

F ′

h
Set of flow sent fromh in the channel

Γh = {lh|l(f
′

h
), f ′

h
∈ F ′

h
} Set of bottlenecks of flowf ′

h
l(f) ∈ Γ The bottleneck link thatf goes through

F (l) Set of siblings flows that go through bottleneck linkl

A = (Alf )L×F Bottleneck constraint matrix
B = (Bf ′f )F×F Data constraint matrix

Ah = (Alf )Γh×F ′

h
Bottleneck constraint matrix ofF ′

h

T h
f ′

h

TCP friendly available bandwidth for unicast forf ′

h
at l(f ′

h
)

T h Collection ofT h
f ′

h

for f ′

h
∈ F ′

h

Ch = Ah · T h Vector of TCP friendly available bandwidth for ALM channel for F ′

h
If = [mf , Mf ] Feasible Range ofUf (xf )

Uf (xf ) Utility Function of streams at ratexf

S(l) = {s ∈ S|l ∈ L(s)} Set of sources that use linkl
Γ(s) ∈ Γ Set of links that sources uses

xF ′

h = (xf ′

h
, f ′

h
∈ F ′

h
) Flow rate set ofF ′

h

TABLE 2: Synchronous Algorithm of End Hosth

Link Price Update (by bottleneck link:l = l(f ′

h
) ∈ Γh):

At t = 1, 2 . . .
Update price of the bottleneck link:

µα
l(f ′

h
)
(t + 1)

= [µα
l(f ′

h
)
(t) + γ(

P
f ′

h
∈F (l) xf ′

h
(t) − cl(f ′

h
))]

+

Relay Price Update(by flow f ′

h
∈ F ′

h
): At t = 1, 2 . . .

Update relay price off ′

h
:

µ
β

f ′

h

(t + 1) = [µβ

f ′

h

(t) + γ(xf ′

h
(t) − xfh

(t))]+

Stream rate Adaptation (by flow f ′

h
∈ F ′

h
), At t = 1, 2 . . .

1 Receive relay pricesµβ

f ′

h′

(t)

from all children flow{f ′

h′ | f ′

h
→ f ′

h′}
2 Calculate:

λα
f ′

h

(t) = µα
l(f ′

h
)
(t)

λ
β

f ′

h

(t) = µ
β

l(f ′

h
)
(t) −

P
f ′

h
→f ′

h
µ

β

f ′

h′

(t)

3 Adjust rate:

xf ′

h
(t + 1) = [U ′−1

f ′

h

(λα
f ′

h

(t) + λ
β

f ′

h

(t))]
Mf
mf

communicates with the ratexf ′

h
(t + 1) for flow f ′

h

5 Sendµ
β

f ′

h

(t + 1) to hp

III. N UMERICAL STUDY OF RATE CONTROL FOR

FINE-GRAINED SCALABLE STREAMING

A. The utility of streams

The utility function used in [3] wasUf (xf ) = ln(xf ),
which did not reflect the application quality of video
streams.To tailor the utility function to the application quality

as in [1], we use the rate–distortion function as the utilityof
our algorithm for each flowf ∈ F .

We decided to use MPEG-4 fine-grained Scalable video
steams [7] in our numerical study, due to its ability to be sent
at any given rate either determined by a congestion control
algorithm at server side or any intermediate node in overlay
multicast. MPEG-4 fine-grained Scalable video streams can be
dynamically adapted to the varying condition of the network
by truncating the streams to any desired bit rate. We get
the utility (video quality) function forForman(CIF, 30fps,
300frames) as an example (appendix in [1]):

Uf (xf ) = −Df (xf ) = −2−0.8625xf +6.657 (15)

whereDf stands for the distortion of the stream andMegabit
per secondis used as unit for streaming ratexf . The utility
function (15) is strictly increasing and concave,and twice
continuously differentiable. It follows that solving problem
(9) is equivalent to maximizing the overall video quality or
minimizing the overall video distortion in the channel.

The primary concept of incorporating the rate-distortion
function of a videoencoding scheme into congestion control
is directly applicable to other video-encoding schemes beyond
FGS.

B. Results

We setup the same physical network topology and overlay
multicast tree as in the example shown in figure 1. In our
experiments, stepsizeγ is 0.001. Now we compare results
of our proposed algorithm with Cui’s algorithm and unicast



algorithm. Figure 2 shows the comparison of resulting total
utility. The optimal rates(Mbps) allocated by Cui’s algorithm,
which uses utility functionUf (xf ) = ln(xf ), are x∗

1 =
2, x∗

2 = 4, x∗
3 = 4, x∗

4 = 2 and x∗
5 = 2, and the total utility

is
∑

f∈F Uf (x∗
f ) = −110.049. However, the optimal rates

(Mbps) allocated by our algorithm arex∗
1 = 2.420, x∗

2 =
3.580, x∗

3 = 3.580, x∗
4 = 2 and x∗

5 = 2, which is the
same as the optimal result allocated by Cui’s algorithm when
using the same utility function (15). Then the total utility
is

∑

f∈F Uf (x∗
f ) = −108.542. If first we allocate the rates

independently as unicast flows using TFRC algorithm, and
then apply the data constraint, we get a different set of rates
as unicast flows:x∗

1 = 3, x∗
2 = 3, x∗

3 = 8, x∗
4 = 2 and

x∗
5 = 2. In the second step, the data constraint is applied to

this set of rates:x∗
3 is changed to 3. Thus, the total utility

is
∑

f∈F Uf (x∗
f ) = −111.422, which is worse than than

the optimal result -108.542. Indeed, the rates in the second
set can be the initial rates for our algorithm. For the sake
of the overall media quality of all receivers, our proposed
distributed algorithm serves a small subset of receivers with
low quality stream and use the newly available bandwidth
for the remaining large subset receivers. In this example, our
algorithm allocates more bandwidth in the shared bottleneck
c1 = 6Mbps to flow f2 with more children in its sub–tree
than the bandwidth to flowf1.

We compare the messaging overhead of algorithms in figure
3. The results show our proposed algorithm produces about
one fourth messaging overhead of Cui’s algorithm in each
round. In our algorithm, there is no link price update message
to be exchanged between hosts, since each flow, thus its host,
has only one bottleneck link producing link price. Indeed,
we find out most link price messages exchanged in Cui’s
algorithm report the link prices are zero. We conclude our
algorithm maximizes the total utility of overlay multicast,
while minimizes the messaging overhead of the distributed
algorithm.

Fig. 2. Comparison of Total Utility

IV. CONCLUSIONS

In the paper, we designed a distributed and TCP friendly
congestion control algorithm for application-layer multicast
based on the pricing model which optimizes the overall

Fig. 3. Comparison of Messaging Overhead

video quality for scalable video streams in the multicast tree.
Our algorithm is fully distributed with minimized message
complexity and feasible to implement on end host without
any centralized node. Currently, we are working on evaluating
our algorithm in the asynchronous and real environment.
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